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Background & Motivation
* |mage de-raining Is crucial for enhancing visibility and robustness in outdoor vision systems

* EXxisting methods often struggle with complex rain patterns.
» Different but clean images can be reference to de-rain images.

(e.qg., autonomous driving, surveillance) and is essential for preprocessing Iin various practical applications.
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» Perform image retrieval to find a reference clean image, and then rain streaks are synthesized
» Extract feature information from reference clean and rainy images
* |Improve baseline model’'s output using cross-attention-based feature fusion
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Quantitative evaluation on a prior-based model (GMM), a CNN-based model (PReNet), and a transformer-based model
(Uformer), and their improvement using our module highlighted in blue,
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Results
Methods BDDI100K-Rain KITTI-Rain Cityscapes-Rain Reference Type PSNR SSIM
Name PSNR SSIM PSNR SSIM PSNR SSIM Ground truth 35.5042.06 0.973610.0257
Noise 1image 33.37_0 07 0.9470 _0 0009
GMM [1] 28.37 0.8590 17.08 0.4818 23.333 0.7830 Reference image 33.7810.34 0.949140.0013
PReNet [2] 33.38 0.9474 22.71 0.7497 23.80 0.9529
Uformer [3] 36.30 0.9619 31.59 0.9694 23.98 0.9509 o
GMM + OllI‘S 314—1 3.07 09003 F0.0412 2:)25 F8.15 07933 10.3114 2348 0.14 08809 +0.1039 %
PReNet + Ours 33.72 -0.34 0.9487 +0.0013 26.92 L4.21 0.8551 10.1054 24 .98 F1.18 0.9595 -0.0066 E'_:’
Uformer + OllI‘S 306.37 0.07 0.9627 +0.0008 33.05 -1.46 0.9761 -0.0067 25.64 11.66 0.9601 +0.0091

Effect of reference images. Quantitative evaluation (top) and input

reference images and their attention maps (bottom).

Conclusion & Future Work

* Proposed a reference-guided de-raining filter that improves the performance of
existing de-raining models
» Selecting reference images Is important: Better enhancement on the KITTI-Rain
dataset due to better reference image quality

* Our method shows both universal and baseline-dependent improvements,
with larger gains seen for earlier models (e.g., GMM)

* |Image retrieval can be time consuming: Using generative models can be an
alternative direction
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